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#### Abstract

We evaluated how variations in sequencing depth and other parameters influence interpretation of chromatin immunoprecipitation-sequencing (ChIP-seq) experiments. Using Drosophila melanogaster S2 cells, we generated ChIP-seq data sets for a site-specific transcription factor (Suppressor of Hairy-wing) and a histone modification (H3K36me3). We detected a chromatin-state bias: open chromatin regions yielded higher coverage, which led to false positives if not corrected. This bias had a greater effect on detection specificity than any base-composition bias. Paired-end sequencing revealed that single-end data underestimated ChIP-library complexity at high coverage. Removal of reads originating at the same base reduced false-positives but had little effect on detection sensitivity. Even at mappable-genome coverage depth of $\sim 1$ read per base pair, $\sim 1 \%$ of the narrow peaks detected on a tiling array were missed by ChIP-seq. Evaluation of widely used ChIP-seq analysis tools suggests that adjustments or algorithm improvements are required to handle data sets with deep coverage.


ChIP-seq has become the predominant technique for profiling in vivo DNA-protein interactions ${ }^{1,2}$ and histone marks ${ }^{3,4}$ genomewide. Multiple factors in the experimental design and data analysis influence the final interpretation of a ChIP-seq experiment. One important factor is the potential bias in the genomic coverage of sequencing reads, which can confound the true signal of interest. A second factor is whether the DNA libraries are prepared for paired-end or single-end sequencing. Paired-end libraries are well suited to characterize genomic rearrangements and identify new chimeric transcripts or alternative splice isoforms. However, the benefits of paired-end libraries for a standard ChIP-seq experiment are unclear. A third factor is the absolute and relative sequencing depth of the ChIP and chromatin input samples used
as control for background signal. Chromatin input samples are generated by fragmentation or enzymatic digestion of chromatin extracts (Supplementary Notes). ChIP-seq is presumed to have many advantages over ChIP followed by array hybridization (ChIP-chip) ${ }^{5}$; some advantages, such as greater resolution and better genome coverage, are proven ${ }^{6,7}$, but others, such as higher sensitivity and larger dynamic range, remain to be tested in a direct comparison between ChIP-chip and ChIP-seq data at a deep coverage from the same samples. A fourth factor is the computational algorithm that is used for ChIP-seq peak calling. In an earlier systematic study of ChIP-chip performance, the choice of the analysis algorithm and parameters had a larger effect on the accuracy of the final results than any other single experimental factor ${ }^{5}$. The most popular ChIP-seq peak callers had been developed and evaluated based on early low-coverage ChIP-seq ${ }^{8,9}$ or simulated data sets (http://seqanswers.com/forums/showthread. php?t=1039 and http://sourceforge.net/projects/useq/files/Com munityChIPSeqChallenge/).

To evaluate the aforementioned factors, we generated highquality ChIP-seq data sets (Supplementary Notes) from Drosophila S2 cells with a depth of $\sim 1$ read per base pair (bp) of mappable fly genome (corresponding to $\sim 2.4$ billion reads in the human) ${ }^{10}$ enriching for the site-specific transcription factor Suppressor of Hairy-wing $(\mathrm{Su}(\mathrm{Hw}))^{11}$, which yielded narrow peaks and the broadly distributed histone mark H3K36me3 (refs. 12-14).

## RESULTS

The effect of DNA base composition and chromatin state
In a ChIP-seq experiment, biases could be introduced during processing, for example, PCR amplification and library preparation, and sequencing of DNA fragments. Consistent with earlier results ${ }^{15,16}$, sequencing reads from our genomic DNA (gDNA)
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Figure 1 | Impact of genomic sequence composition and chromatin state on read coverage. (a) $\mathrm{G}+\mathrm{C}$ composition for reads from gDNA and chromatin input samples are compared with the genomic background. (b-d) Boxplots of the read count ratio of chromatin input to a gDNA sample are shown for non-overlapping 1-kb windows in annotated heterochromatin and euchromatin regions of the indicated chromosomes (b), for the coding regions of genes with different expression levels (c) and for the $2-\mathrm{kb}$ windows centered at transcription start site that are with or without H3K4me3 enrichment (d). RPKM, reads per kilobase per million reads. (e,f) Fraction of computationally identified $\mathrm{Su}(\mathrm{Hw})$ peaks that contains a $\mathrm{Su}(\mathrm{Hw})$


Number of ranked $\mathrm{Su}(\mathrm{Hw})$ binding sites
f binding motif plotted as a function of the number of top-ranked binding sites for different types of controls (chromatin input, gDNA and a uniform background) and for MACS (e) and Useq (f). The ranking is based on the significance of each peak that was assigned by individual algorithms.
samples had a higher G+C content than those from the wholegenome background (Online Methods and Fig. 1a). Sequencing reads from the chromatin input and gDNA samples had different $\mathrm{G}+\mathrm{C}$ composition distributions (median, $44 \%$ and $47 \%$, respectively; Mann-Whitney test, $P<2.2 \times 10^{-16}$; Fig. 1a), suggesting that chromatin may affect sequencing coverage.
We compared the gDNA read count-normalized coverage of the chromatin input sample in different genomic regions using read ratios of the chromatin input to the gDNA sample in non-overlapping 1-kilobase (kb) windows. We first compared heterochromatin and euchromatin based on the annotation from University of California Santa Cruz (UCSC) Drosophila melanogaster genome assembly (dm3) (Online Methods). Read ratios of the chromatin input to the gDNA sample in heterochromatin regions were significantly lower than those in euchromatin (Mann-Whitney test, $P<2.2 \times 10^{-16}$, Fig. 1b). Comparison of sequencing coverage in enriched and depleted regions of 15 histone marks ${ }^{17-19}$ (Online Methods) confirmed that normalized chromatin input coverage correlated positively with active histone marks and negatively with repressive histone marks (Supplementary Fig. 1). We also observed higher coverage in euchromatin on the X chromosome than euchromatin of autosomes in the male-derived S2 lines (Fig. 1b). This is consistent with the dosage-compensation mechanism in Drosophila ${ }^{20}$.
Genes with higher expression had higher read ratios in gene bodies (Mann-Whitney test, $P<7.2 \times 10^{-7}$, Online Methods and Fig. 1c), and promoter regions with H3K4me3 enrichment had higher read ratios than those without H3K4me3 (Fig. 1d, Mann-Whitney test, $\left.P<2.2 \times 10^{-16}\right)$. These observations agree with results in Saccharomyces cerevisiae ${ }^{21}$ and indicate that coverage was higher in regions with more open chromatin states both chromosome-wide and for individual genes.
To characterize the impact of $\mathrm{G}+\mathrm{C}$ bias and chromatin-state bias on the identification of ChIP-enriched regions, we identified
$\mathrm{Su}(\mathrm{Hw})$ peaks using two different algorithms, the same ChIP data but with 'control' data from either chromatin input, gDNA or generated from a uniform background model across the genome that ignores $\mathrm{G}+\mathrm{C}$ bias and chromatin-state bias. The gDNA data did not contain chromatin-state information and served only to correct the G+C bias. The chromatin input control corrected for both the $\mathrm{G}+\mathrm{C}$ bias and the chromatin-state bias. Peaks identified using chromatin input as a control showed much better enrichment of the $\mathrm{Su}(\mathrm{Hw})$ binding motif than those identified by other controls (Fig. 1e,f).

If we consider the fraction of peaks that did not contain a motif as a crude proxy of false discovery rate for peak calling, then at a fixed false discovery rate, using the chromatin input control resulted in more discovered binding sites than using other controls (Fig. 1e,f). We missed 4-10\% of ChIP-enriched regions identified using chromatin inputs by using other controls, indicating that ignoring the $\mathrm{G}+\mathrm{C}$ bias and the chromatin-state bias also had a negative effect on detection sensitivity.

## Single-end versus paired-end reads for ChIP-seq

Paired-end sequencing has been widely used in DNA- and RNAseq experiments to uncover fusion transcripts, genomic structural variations, rearrangements and new splice junctions, but the benefits of paired-end sequencing for regular ChIP-seq experiments are less clear. We first compared the percentage of the uniquely mapped paired-end reads that were also uniquely mapped when the paired-end reads were treated as if they were independent single-end reads at different read lengths. At 18-bp read length, we observed $<10 \%$ uniquely mapped single-end reads and over $80 \%$ when the read length exceeded 22 bp (Supplementary Fig. 2a and Supplementary Notes).

The difference in sequencing coverage of repeat regions by uniquely mapped paired-end reads when they were mapped as either paired-end or single-end reads ( 36 bp ) at a sequencing depth of

dashed lines represent the fragment size that was estimated from single-end reads by MACS (magenta) and spp (blue) at sequencing depths of 2.7 M and 0.45 M reads, respectively. ( $\mathbf{e}, \mathbf{f}$ ) Box-plot comparisons of the summit resolution of the peaks identified by MACS (e) and spp (f) for the cases in which paired-end reads from DNA fragments with different sizes were used.
16.2 million (M) reads was approximately twice that of the single-end reads for the gDNA sample. This sequencing depth approximately corresponds to 327 M reads for the mappable human genome ${ }^{10}$. In contrast, for the chromatin input sample and for the ChIP samples of $\mathrm{Su}(\mathrm{Hw})$ and H 3 K 36 me 3 , the difference in sequencing coverage of the repeat regions between paired-end and single-end reads was less pronounced (Fig. 2a). The gain from paired-end data in discovering $\mathrm{Su}(\mathrm{Hw})$ or H 3 K 36 me 3 -enriched regions in repeat regions was typically less than 15\% (Supplementary Fig. 2b).

A common quality measure for ChIP-seq libraries is library complexity (Online Methods). There are many factors that can lead to poor library quality, such as poor antibody quality, over-cross-linking, an insufficient amount of starting material of ChIP DNA, inappropriate sonication and overamplification by PCR. We observed a major discrepancy between the paired-end and single-end read data-based estimates of library complexity for $\mathrm{Su}(\mathrm{Hw})$ and H3K36me3 ChIP samples but not for the gDNA and chromatin input samples at a sequencing depth of 16.2 M pairedend reads (Fig. 2b). Therefore, caution is warranted when using single-end ChIP-seq data to model library complexity.

## Choosing ChIP-seq data analysis algorithms for evaluation

There are more than 30 published algorithms for identifying peaks from ChIP-seq data, with more being published continuously ${ }^{22,23}$. We selected seven algorithms ${ }^{7,10,24-28}$ that can use chromatin input data ${ }^{12,13}$, are not restricted to analysis of only transcription factors or histone marks, directly support analyzing ChIP-seq data from Drosophila and are among the most highly cited. We evaluated their performance at different sequencing depths (Online Methods).

## Size of sequenced fragments and peak calling

Model-based analysis of ChIP-seq (MACS) ${ }^{7}$ and spp ${ }^{26}$ explicitly report the estimated sizes of the DNA fragments in the library
from the single-end data. For $\mathrm{Su}(\mathrm{Hw})$ ChIP-seq data, MACS and spp gave notably accurate size estimations that deviated from the paired-end data-inferred fragment size by only 10-20 bp (Fig. 2c). However, both algorithms were less accurate for the H3K36me3 data set (Fig. 2d). To characterize the influence of the fragment size on the spatial resolution of the narrow peaks, we next used paired-end reads from different size fragments in the same library for peak calling. For both MACS and spp, the larger the fragment size was, the wider the peak was (Supplementary Fig. 3). In contrast, peak-summit resolution did not depend strongly on the size of sequencing fragments. Thus, the use of smaller fragments did not necessarily improve the peak-summit resolution (Fig. 2e,f).

## Sensitivity and specificity

We used the enrichment of the $\mathrm{Su}(\mathrm{Hw})$ binding motif within peaks to evaluate algorithm specificity. Site identification from short sequence reads (SISSRs) ${ }^{25}$, MACS and Useq ${ }^{27}$ were the bestperforming algorithms in terms of specificity, and they showed a notable improvement with increasing sequencing depth (Fig. 3). At most sequencing depths, SISSRs had the best overall specificity for all of the identified peaks but identified fewer peaks than the other algorithms. To evaluate the overall sensitivity of the different algorithms for all identified peaks, we used the confidently enriched regions that were identified from ChIP-chip analysis as a proxy for true positives (Online Methods). Useq and spp had the highest overall sensitivity (Supplementary Fig. 4).

## Effect of imbalanced coverage between ChIP and input

We evaluated how imbalanced sequencing coverage between ChIP and chromatin input samples influenced peak calling by MACS and Useq. We excluded SISSRs from this evaluation because the number of peaks it identified differed substantially between replicates when sequencing coverage was unbalanced. For the same sequencing depth (both small and large)

Figure 3 | Quality of $\mathrm{Su}(\mathrm{Hw})$ peaks. (a-e) Fraction $\mathrm{Su}(\mathrm{Hw})$ peaks, identified by peak callers indicated in $\mathbf{b}$, that contains a $\mathrm{Su}(\mathrm{Hw})$ binding motif, plotted as a function of the number of top-ranked binding sites at the sequencing depths of $0.45 \mathrm{M}(\mathbf{a}), 0.9 \mathrm{M}(\mathbf{b})$ $2.7 \mathrm{M}(\mathbf{c}), 5.4 \mathrm{M}(\mathrm{d})$ and 16.2 M (e) reads. The ranking is based on the significance of each peak that was assigned by an individual algorithm. (f) Evaluation results for the top three best-performing peak-callers at sequencing depths of $0.45 \mathrm{M}, 2.7 \mathrm{M}$ and 16.2 M reads.
of the ChIP sample, deeper sequencing of the chromatin input sample gave rise to better detection specificity
 (Supplementary Fig. 5a,b). Therefore it
is beneficial to sequence the chromatin input sample to a depth at least equal to the ChIP sample, if not deeper.

## Effect of redundant reads on narrow peak calling

Redundant reads in ChIP-seq data sets often indicate poor library complexity, and as a result, many peak callers remove redundant reads, that is, reads with the same $5^{\prime}$ genomic location, during peak calling. However, with very deep sequencing, redundant single-end reads from ChIP samples may also result from ChIPenrichment signal. We therefore evaluated the effect of retaining or removing redundant reads on both the sensitivity and specificity at large sequencing depths. We first compared enrichment of the $\mathrm{Su}(\mathrm{Hw})$ motif in peaks that were identified by SISSRs, MACS and Useq between two conditions: one in which we kept only one read at each genomic location and another in which we retained the redundant reads completely (SISSRs and Useq) or partially (MACS). In general, removing redundant reads improved the specificity of identified peaks for MACS and Useq. For SISSRs, removing redundant reads only improved the specificity at a high sequencing depth (Supplementary Fig. 5c-e).

The paired-end data allowed us to differentiate the source of redundant reads in peak regions because redundant reads that result from experimental artifacts, such as PCR-amplification bias, should be identical at both ends. The data indicated that redundant reads from duplicate fragments represented fewer than $10 \%$ of all reads, whereas in most peak regions, the proportion of redundant
reads was 20-40\% (Supplementary Fig. 6). Thus, most redundant reads in peak regions represented true signal. Nonetheless, for MACS and Useq removal of redundant reads had little or no effect on sensitivity (Supplementary Fig. 7). Overall, removal of redundant reads was usually beneficial because it removed noise in the non-enriched regions but had little effect on detection sensitivity.

## Dependence of detection on sequencing depth

One indication that a sufficient sequencing depth has been reached is when the number of binding sites plateaus with an increasing read count. Different algorithms had distinct saturation profiles. The number of binding sites identified by MACS, SISSRs and QuEST ${ }^{28}$ started to plateau or plateaued at $\sim 16.2 \mathrm{M}$ reads (corresponding to $\sim 327 \mathrm{M}$ reads in human), whereas the number of peaks identified by CisGenome ${ }^{24}$, spp and Useq steadily increased with sequencing depth (Supplementary Figs. 8 and $9 \mathbf{a}$ ). We then compared the enriched regions discovered at a given depth to those identified from the complete set of 120 M reads. Most algorithms detected more than half of the $\mathrm{Su}(\mathrm{Hw})$ enriched regions identified from the complete data at a sequencing depth of 5.4 M reads (corresponding to $\sim 110 \mathrm{M}$ reads in human). MACS and Useq identified more than $60 \%$ of the $\mathrm{Su}(\mathrm{Hw})$-enriched regions (threefold enrichment or greater) identified from the complete data at a depth of 2.7 M reads (corresponding to $\sim 55 \mathrm{M}$ reads in human; Supplementary Fig. 10a).


Figure 4 | Comparison of identified narrow peaks and the dynamic range between the sequencing and the tiling array platform. (a) Number of identified peaks on the sequencing platform (seq) and the tiling array platform (array). (b) Examples of ChIP-chip peaks that were missed in the sequencing platform, the MAT score for ChIP-chip data, and the ChIP-seq signal coverage at the sequencing depths of 16.2 M and 120 M reads. (c) Fold change difference between sequencing and tiling arrays in 200-bp and 500-bp windows centered on the peaks that were unique to the sequencing platform at a sequencing depth of 16.2 M. (d) Dynamic range of the signal (ChIP versus the chromatin input fold change) for the sequencing and the tiling array platform.

Figure 5 | Evaluation of reproducibility across replicates for six peak callers. (a-e) The number of reproducible peaks at various IDR levels is plotted for sequencing depths of $0.45 \mathrm{M}(\mathrm{a})$, $0.9 \mathrm{M}(\mathrm{b}), 2.7 \mathrm{M}(\mathbf{c}), 5.4 \mathrm{M}(\mathrm{d})$ and 16.2 M (e) reads. (f) Number of reproducible peaks identified at an IDR of $5 \%$ is plotted as a function of sequencing depth.

## Narrow peak differences between sequencing and array data

We compared ChIP-enriched regions identified by tiling arrays (Affymetrix) and sequencing platforms on the same set of $\mathrm{Su}(\mathrm{Hw})$ samples using Useq and modelbased analysis of tiling arrays (MAT) ${ }^{29}$,



 respectively. At low sequencing depths ( $\leq 0.90 \mathrm{M}$ reads, corresponding to $\leq \sim 18 \mathrm{M}$ reads in human), $\sim 30-$ $50 \%$ of the ChIP-chip peaks were missed by ChIP-seq. When the sequencing depth reached 2.7 M reads (corresponding to $\sim 55 \mathrm{M}$ in human), over $90 \%$ of ChIP-chip peaks were identified by ChIP-seq (Fig. 4a). Notably, even when the sequencing depth reached 16.2 M reads (corresponding to $\sim 327 \mathrm{M}$ reads in human), $\sim 1 \%$ of the ChIPchip peaks were not detected in the sequencing data. These peaks had sparse or no sequencing coverage, even using all reads in our data set (Fig. 4b), mostly owing to low mappability (Supplementary Notes) ${ }^{10,23}$. $\mathrm{Su}(\mathrm{Hw})$ peaks specific to ChIP-chip data were enriched of the $\mathrm{Su}(\mathrm{Hw})$ binding motif, suggesting that they were genuine $\mathrm{Su}(\mathrm{Hw})$ binding sites. We performed ChIP-quantitative (q)PCR experiments and validated seven randomly selected ChIP-chip peaks that were missed in the sequencing data (Supplementary Methods and Supplementary Fig. 11). Either a lack of probe coverage on the array or higher sensitivity of ChIP-seq relative to array ${ }^{5}$ (Fig. 4c) contributed to those ChIP-seq-specific peaks. The sequencing platform showed a larger dynamic range of fold change than the array, and increased sequencing depth improved both sensitivity and quantification of regions with low fold enrichment (Fig. 4d).

Algorithm reproducibility for narrow peaks across replicates We quantified the reproducibility of peak calling across replicates using the irreproducible discovery rate (IDR) ${ }^{30}$, which assesses the consistency between the ranks of the peaks that were commonly identified on a pair of replicates. We found that the relative reproducibility of different algorithms depended on sequencing depth. Whereas MACS and spp were more reproducible across replicates than any other algorithms at shallow sequencing depths (fewer than 0.90 M reads, corresponding to fewer than 18 M reads in human), CisGenome and Useq became the most 'reproducible' across replicates at or above 2.7 M reads (corresponding to $\sim 55 \mathrm{M}$ reads in human) (Fig. 5).

## Detecting broad enriched regions at different depths

We evaluated sensitivity and specificity of different algorithms in detecting broad patterns of enrichment. As a 'gold standard' for H3K36me3-enriched (H3K36me3-positive) regions, we used all exonic regions from genes with the top 4,000 expression levels (Supplementary Fig. 12; results were similar with the top 1,000 or 2,000 genes, Supplementary Figs. 13 and 14). We called the gene bodies of unexpressed genes non-enriched H3K36me3 (H3K36me3-negative) regions (Online Methods). To control for the width differences of the enriched regions that were identified
by different algorithms, we used the coverage of the 'true positives' normalized by the total width of all predicted enriched regions as a proxy for the sensitivity and the width-normalized coverage of the 'true negatives' as a proxy for the false positive rate. QuEST had the highest specificity, with PeakSeq second. Spp was among the algorithms with the lowest sensitivity and specificity at a shallower sequencing depth (fewer than 0.90 M reads, corresponding to fewer than $\sim 18 \mathrm{M}$ reads in human), but showed distinct improvement at larger sequencing depths ( $\geq 2.7 \mathrm{M}$ reads, corresponding to $\geq \sim 55 \mathrm{M}$ reads in human; Supplementary Fig. 12).

Similar to the case of $\mathrm{Su}(\mathrm{Hw})$, different algorithms showed distinct saturation profiles in the broad enrichment data (Supplementary Figs. 9b and 15). MACS, QuEST, spp and Useq showed a faster saturation in identifying ChIP-enriched regions of H3K36me3 than $\mathrm{Su}(\mathrm{Hw})$ (Supplementary Fig. 10b). Unlike the case of $\mathrm{Su}(\mathrm{Hw})$, the number of identified H3K36me3-enriched regions did not increase monotonically with the sequencing depth for many algorithms, including MACS, spp and QuEST, because neighboring regions started to merge at high sequencing depths.

Algorithm reproducibility for broad regions across replicates We performed IDR analysis tailored to the broad regions (Online Methods) to evaluate the algorithm reproducibility across replicates. Again, we found that this depended on sequencing depth. QuEST and Useq produced more reproducible regions across replicates than did other algorithms at or below 2.7 M reads (corresponding to $\sim 55 \mathrm{M}$ reads in human), whereas spp and Useq did so when the sequencing depth was above 2.7 M reads (Supplementary Fig. 16).

## DISCUSSION

Sequencing depth had a profound impact on several aspects of ChIP-seq results, including some that were unexpected. Our study suggests that for such transcription factors as $\mathrm{Su}(\mathrm{Hw})$ and such histone marks as H3K36me3, the regularly adopted sequencing depth of $15-20 \mathrm{M}$ reads in humans may be insufficient to identify the vast majority of enriched regions.

Our finding that the removal of redundant reads helped to reduce false positives and had little effect on the detection sensitivity is seemingly incompatible with the fact that at a high sequencing depth, most redundant reads in narrow peak regions represent true signals. The probable explanation is that most of the regions containing redundant reads were among the more highly enriched, such that even after the removal of
redundant reads, the vast majority of those regions still showed significant enrichment in ChIP versus chromatin input samples. Additionally, the removal of redundant reads in the nonenriched regions differentially reduced the amount of reads originating from experimental bias in PCR amplification and library preparation. Because removing redundant reads influenced quantitative information associated with enriched regions, for high-quality libraries, it may be most appropriate to identify peaks in the absence of redundant reads, but then to include all reads in downstream analyses.

There were notable variations in sensitivity and specificity between the algorithms we evaluated. Some algorithms behaved unexpectedly at high sequencing depths, indicating the importance of improving algorithms for use at a high sequencing depth, including a more effective handling of reads mapped to multiple genomic locations. In practice, it is beneficial to use more than one algorithm to ensure robustness of the analysis results for the deep sequencing data.

One important factor that we did not assess here is the choice of sequencing platform. We chose the Illumina platform for this study because the vast majority of publicly available ChIP-seq data sets were generated on this platform, including those from the Encyclopedia of DNA elements (ENCODE) and modENCODE projects (http://www.genome.gov/10005107). There are also important open questions, specifically regarding identifying broadly enriched regions that we did not address in this study, such as how to determine the boundaries of broadly enriched regions and how sequencing depth influences boundary determination. We anticipate that our data set will be a valuable resource for the ChIP-seq community to address these and other technical questions related to deep sequencing.

## METHODS

Methods and any associated references are available in the online version of the paper.

Accession codes. Gene Expression Omnibus: GSE27679.
Note: Supplementary information is available in the online version of the paper.
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## ONLINE METHODS

Overall experimental design. We amplified S2 cells from the modENCODE batch before transferring them to the plates. We put a total of 15 plates in culture until the cells reached the appropriate concentration. We collected cells from two plates to extract the gDNA. We subsequently treated the remaining 13 plates with formaldehyde at the same time and then extracted the chromatin. Next, we used three plates to produce a chromatin input sample corresponding to the chromatin DNA of the treated cells. Each plate corresponded to an Eppendorf tube of chromatin, and we performed ChIP experiments on five tubes for H 3 K 36 me 3 and on five tubes for $\mathrm{Su}(\mathrm{Hw})$. We performed ChIP and DNA extraction procedures independently on each tube. After the purification of the DNA, we pooled together the tubes corresponding to the same sample ( $\mathrm{Su}(\mathrm{Hw}$ ), H3K36me3, chromatin input and gDNA). After mixing, we again aliquoted each sample into five tubes. Next, we used one aliquot of each for ChIP-chip on Affymetrix tiling arrays for quality control, one aliquot for single-end (SE) sequencing at the high-throughput genomic analysis core of the University of Chicago, one aliquot for SE sequencing at the high-throughput sequencing facility of the University of North Carolina at Chapel Hill (UNC), 1 aliquot for paired-end (PE) sequencing at UNC and the remaining aliquot to back up the original samples.

ChIP experiment. After the expansion of the S2 cell line, we transferred cells to a plate. Once cells were confluent, we added $1.8 \%$ formaldehyde to the cell culture. We collected cells in the presence of the formaldehyde with the help of a cell scraper. After 15 min of incubation at room temperature, we quenched the cross-linking reaction with glycine for 5 min . We subsequently washed cell pellets 3 times with a lysis buffer. We performed regular chromatin extraction before sonication. We then used sonicated chromatin for ChIP experiments or directly for DNA extraction for the chromatin input samples. We performed ChIP as previously described ${ }^{11,18}$. The anti-H3K36me3 antibody was from Abcam (ab9050, lot 927884). The anti-Su(Hw) antibody was from P.K. Geyer's lab. Both are rabbit polyclonal antibodies.

Library preparation and sequencing. At the University of Chicago, we prepared the libraries according to Illumina's instructions accompanying the DNA Sample kit (0801-0303). Briefly, we end-repaired DNA using a combination of T4 DNA polymerase, Escherichia coli DNA polymerase I large fragment (Klenow polymerase) and T4 polynucleotide kinase. We treated the blunt, phosphorylated ends with Klenow fragment ( $3^{\prime}$ to $5^{\prime}$ exo ${ }^{-}$) and dATP to yield a protruding $3^{\prime}$-end adenine (' $A$ ') base for ligation of Illumina's adaptors, which have a single thymine ('T') base overhang at the $3^{\prime}$ end. After adaptor ligation, we PCR-amplified DNA with Illumina primers for 15 cycles, and isolated bands of library fragments of $\sim 250$ bp from a $2 \%$ agarose gel. We captured the purified DNA on an Illumina flow cell for cluster generation. We sequenced libraries on the Genome Analyzer IIx following the manufacturer's protocols. At UNC, we used a slightly different protocol of library preparation in which we isolated bands of the library fragments of $\sim 150-500 \mathrm{bp}$ immediately after the ligation of Illumina's adaptors followed by 18 cycles of PCR amplification.

The definition of library complexity for paired-end and singleend data. The library complexity of SE data was defined as the
number of nonredundant SE reads divided by the total number of reads, where redundant SE reads are those that are mapped to the same location with the same orientation in the genome. The library complexity of PE data was defined as a nonredundant pair of reads divided by a total pair of reads, where redundant PE reads are those that have identical genomic locations on both ends.

The mapping of sequencing reads. We used ELAND to align the SE sequencing reads to the Flybase BDGPv5 reference genome. We pooled together the uniquely mapped SE reads with no more than two mismatches from different runs up to 120 M for the ChIP-sample of $\mathrm{Su}(\mathrm{Hw})$ and H3K36me3. For chromatin input and gDNA samples, we added uniquely mapped PE reads to constitute the total 120 M reads, thereby compensating for the failed runs of SE sequencing of these two samples (Supplementary Table 1). To compare differences in the read mappability and coverage of the repeats region, we estimated the library complexity for PE and SE reads. We first used Bowtie 0.12.5 to map the PE reads with almost all of the default settings (-chunkmbs 120), and we constrained the fragment size to $80-600 \mathrm{bp}$. Next, we re-aligned the uniquely mapped PE reads in the SE mode using the same parameter settings.

The mappability, the heterochromatin and the repeat regions of the Drosophila genome. We obtained mappability data of Drosophila genome from a previous study ${ }^{23}$ and the details of how the mappability was calculated have been described previously ${ }^{10}$. 'Repeat mask' refers to the interspersed repeats and the DNA sequences of low complexity that were identified by RepeatMasker. 'Simple repeat' refers to the simple tandem repeats (possibly imperfect repeats) that were identified by the Tandem Repeats Finding program ${ }^{31}$. Both the repeat region and the heterochromatin region annotation were based on UCSC dm3 and were downloaded from the UCSC genome browser.

ChIP-seq data analysis algorithms. The algorithms we evaluated were CisGenome (v1.2), MACS (v1.40beta), spp (v1.8), QuEST (v2.4), Useq (v6.9), SISSRS (v1.4) and PeakSeq (v1.01). We did not evaluate E-RANGE ${ }^{32}$ and F-Seq ${ }^{33}$, two highly cited algorithms, because the parameters of E-RANGE were optimized for the mammalian genome and F-Seq does not provide good support for peak finding in invertebrates. For evaluation of algorithm performance on ChIP-seq data of $\mathrm{Su}(\mathrm{Hw})$, we did not include PeakSeq ${ }^{10}$ because it does not provide the information of the peak summit of each peak, whereas the evaluation of peak quality requires the information of the peak summit. When we used the middle point of each peak identified by PeakSeq as a surrogate of the peak summit, PeakSeq performed poorly, thereby making the comparison unfair. For the evaluation of the algorithm performance on the ChIP-seq data of H3k36me3, we did not include SISSRs because the width of the regions identified by SISSRs is too small to be consistent with that of the broad regions.

ChIP-seq data analysis at different sequencing depths. We randomly sampled reads at sequencing depths of $0.45 \mathrm{M}, 0.9 \mathrm{M}$, 2.7 M, 5.4 M and 16.2 M reads from a pool of 120 M reads for both ChIP and chromatin input samples. These sequencing depths approximately correspond to $9 \mathrm{M}, 18 \mathrm{M}, 55 \mathrm{M}, 109 \mathrm{M}$ and 327 M reads in a human ChIP-seq experiment ${ }^{10}$. At each sampling depth,
we generated five independent 'replicates' of the sequencing data. We averaged the analysis results of each algorithm over the five replicates before comparison.

ChIP-chip peak calling for $\mathrm{Su}(\mathrm{Hw})$ and the fold change calculation for the sequencing and tiling array platform. We performed peak calling for $\mathrm{Su}(\mathrm{Hw})$ using the $\mathrm{MAT}^{29}$ algorithm, which is among the best peak-calling algorithms for ChIP-chip data from Affymetrix data ${ }^{5}$ with a band width of 250 bp , a $P$-value cutoff of $10^{-5}$ and a false discovery rate cutoff of $5 \%$. We only considered the peaks with fold changes of no less than threefold (the detection limit of the Affymetrix tiling array ${ }^{5}$ ) for further comparison with ChIP-seq peaks. All 500-bp windows that centered on the summit of these ChIP-chip peaks of $\mathrm{Su}(\mathrm{Hw})$ were used as reference ChIP-chip peaks and as a proxy for the true positives to evaluate the sensitivity of different algorithms for identifying ChIP-seq peaks. The fold change of the signal (ChIP versus chromatin input) in each 500 bp -scanning window centered on the probes was calculated using Tiling Analysis software (Affymetrix). The fold change in 200-bp and $500-\mathrm{bp}$ windows that were centered on the summit of ChIP-seq peaks was calculated as follows: (number of covered fragments +1$)_{\text {ChiP }} /$ (number of covered fragments +1$)_{\text {input }}$.

The use of IDR to quantify reproducibility of peak calling between a pair of replicates. The reproducibility across replicates is essential to ChIP experiments not only at the level of read count data but also at the level of peak calling because the identified peaks usually are the primary substrates for downstream analysis. IDR is a statistical measure that assesses the consistency of the rank orders between a pair of rank lists ${ }^{30}$. Unlike the usual scalar measures of reproducibility (for example, the rank correlation), this measure describes reproducibility in terms of the extent to which the ranks of the entries on the lists are no longer consistent across replicates that are ordered in descending significance. Based on a copula mixture model, this measure provides a 'score' that estimates the probability that each pair of peaks is reproducible, and it reports the expected rate of irreproducible discoveries in the selected peaks in a fashion analogous to that of false discovery rate. The number of reproducible peaks across replicates at given IDR levels can be used to compare the relative reproducibility of different peakcalling algorithms.

IDR is independent of the threshold choice that is used for peak calling, and it emphasizes implicitly the consistency between the top-ranked peaks, rather than treating all of the ranks equally. Therefore, this method overcomes many limitations in traditional ways of measuring reproducibility and is suitable for our purposes. Detailed descriptions of the methodology and the implementation of IDR for narrow peak can be found in ref. 30. For broad peaks, often one peak overlaps with multiple (small) peaks on the other replicate. When this occurs, all these small peaks are lumped as one peak and the most substantial significance of these small peaks is used as the significance of the lumped peak (A. Kundaje, personal communication).

Because the number of identified peaks of some algorithms is much larger than others, we evaluated the top 3,000 significant peaks from all of the identified peaks. We used the R package in ref. 30 for all of the IDR analyses.

The RNA-seq and H3K4me3 ChIP-chip data. We calculated the gene expression summarized as the reads per kilobase per million reads (RPKM) value based on the RNA-seq data from a previous study ${ }^{34}$. The H3K4me3 ChIP-chip data were generated, and the ChIP-enriched regions were identified, by members of the White laboratory. We considered the 2-kb transcription start site-centered promoter to have H3K4me3 enrichment if it overlapped with the H3K4me3 peaks.

The data for enriched and depleted regions of various histone marks. The enriched and depleted regions of 15 histone marks that were identified from ChIP-chip data were obtained from modENCODE ${ }^{17-19,35}$. These histone marks include H3K18ac, H3K27ac, H3K27me3, H3K36me1, H3K36me3, H3K4Me3, H3K4me1, H3K4me2, H3K79Me1, H3K79me2, H3K9ac, H3K9me3, H4K16ac, H4K5ac and H4K8ac.

Motif-enrichment analysis. We mapped the position-specific weight matrix (PSWM) of $\mathrm{Su}(\mathrm{Hw})$ onto the genome of Drosophila (dm3) using CisGenome with a third-order Markov background model. We calculated the distance between the nearest mapped motif and the peak summit using a custom Perl script.

The definition of positive and negative regions for H3K36me3 and the measurement of sensitivity and the false positive rate. H3K36me3 is highly enriched in exonic regions but not in intronic regions of actively transcribed genes ${ }^{14}$, which allowed us to approximate the positive and negative regions of H 3 K 36 me 3 in the genome and to estimate the sensitivity and specificity of different algorithms using these predefined regions. We defined the 'positive' regions of H3K36me3 as the exons of the top 4,000 expressed genes (evaluation results were similar for the top 1,000 genes or top 2,000 genes) and the negative regions as the gene body of the non-expressed genes. We estimated the expression of each annotated gene based on the RNA-seq data from the S2 cells as the total number of reads of all of the unique exons per kilobase of total length of unique exons per million mapped reads (RPKM) ${ }^{34}$. We averaged the RPKM value of each gene over two biological replicates. We used the same criterion to define the non-expressed genes as in the previous study, where the nonexpressed genes were those with the number of unique mapped reads per kilobase per million mapped reads (RPKM) smaller than or equal to 4 (ref. 34). This cutoff was chosen based on the distribution of RPKM values in intergenic regions, where the probability of observing an RPKM value greater than or equal to 4 is $\sim 5 \%$. To control for the difference in peak width among algorithms, we used the coverage of the positive regions normalized by the total width of all predicted enriched regions as a proxy for the sensitivity and the width-normalized coverage of the negative regions as a proxy for the false positive rate.

The calculation of the $G+C$ composition, the read-count ratio and the coverage over different genomic features. We calculated the window-based $\mathrm{G}+\mathrm{C}$ composition (window size of 36 bp , the same as read length) across the genome using the hgGcPercent program from J. Kent (UCSC). We calculated the G+C composition of sequencing reads of different samples using a custom Perl script. We calculated the window-based read-count ratio and the read coverage over different genomic features, including
exons, gene bodies and repeat regions using the combination of custom Perl scripts and BEDTools ${ }^{36}$.

Statistical analysis. We performed all of the statistical analyses in R, and showed all of the $P$ values smaller than $2.2 \times 10^{-16}$ as $P<2.2 \times 10^{-16}$, which is the default cutoff in R.
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